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Abstract
Statistical data dissemination and use is the final objective of statistical work, the more use of the data, the stronger statistical function. Nowadays, official tabular data are increasingly considered as a public good that people should have access to. However, microdata often remain inaccessible to the research community, due to technical, financial, legal, even political obstacles.

Non accessibility to microdata forced users to conduct their own surveys and resulted in duplicated activities and great waste of money and time, at the same time, the existing datasets remained under-exploited, which in turn limited the return of data collection investment and the improvement of statistical capability. This paper makes comparison between China and other countries on disseminating microdata; summaries the utilities and the risks of microdata dissemination, and argues that the most issue is the contradiction between the need of microdata and the disclosure risk; introduces current approaches of statistical disclosure limitation (SDL); tries to give some suggestions on China’s microdata dissemination.
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1. Introduction
Statistical capacity is a commonly used vocabulary in international statistical profession in recent years，Satisfying the timeliness,  completeness ,availability and usability of data dissemination is undoubtedly an important aspect of statistical capacity. In general, there are two kinds of data: microdata (or original data: sets of records, each containing information about an individual entity such as a person, household, business, etc.)and tabular data (or summary data ,tables with cells containing aggregated data), Honestly speaking, China has been integrating with international rules in disseminating tabular data, especially after entering GDDS in 2002, but compared with the long experience in tabular data, microdata dissemination is a much more recent activity and is far from perfect. 
In China , the data resource is very rich: Firstly, NSO conducted different kinds of censuses at regular intervals, until now, we have carried out five population censuses (1953,1964,1982,1990,2000), three industry censuses(1950,1986,1995), two tertiary industry censuses(1993,2003), two agriculture censuses(1997,2006), two elementary units censuses(1996,2001), one economic census(2004). Due to the large scale of population and economy, every census costs massive money, resource, and labor and of course produced tremendous microdata. Secondly, official statistical agencies organized various kinds of surveys, ranging from Household survey, living standard survey, to security survey, etc. Thirdly, thousands of projects are conducted every year，supported and sponsored by various organizations .and most of them will involve data collection. Besides, market research companies kept on producing various survey data.
So to speak, China’s data resource is one of the richest in the world, at the same time, one of the least used. On the one hand, NSO and local statistical bureaus have not begun to release microdata to the public yet. There is no fair and transparent access to the official microdata, only those who have some special relationship can obtain detailed data through informal channels. On the other hand, most non-official survey data remain closed, monopolized by the investigators or the narrow group familiar with them. The data are often one-time used and set aside after the projects are finished. It results in great waste of time and resource, the related studies remain on low level, which is bad for the accumulation and development of academic discipline. In general, the existing data are under-exploited, a majority of researchers are troubled by shortage of data, which hindered the improvement of statistical capacity.
While in developed countries, the history of microdata dissemination is more than 40 years. there are numerous examples of microdata dissemination undertaken in NSOs and other organizations: the United States Bureau of Statistics has been disseminating microdata from its census starting with the 1960s; ICPSR was established at the University of Michigan in 1962 to support the acquisition, preservation and use of data files. It holds several thousand studies and is supported by 600 members around the world; UKDA performs work similar with that of ICPSR except that they operate with the United Kingdom; IPUMS located at the University of Minnesota has acquired census files from the United States and from 35 other countries; IHSN was established in September 2004 according to the Marrakech Action Plan for Statistics. It provided national and international agencies with a platform to better coordinate and manage socioeconomic data collection and analysis, and to mobilize support for more efficient and effective approaches to conducting surveys in developing countries. 

The international experience has proved that microdata can be very powerful tools for conducting research .Access to microdata by the research community would foster diversity and quality of analyses. It would broaden the use of existing data, and increase the return on data collection investments. They are more like nonexclusive public goods; their use by one person does not in the least affect the potential of their further use by others. However, disseminating microdata also entails risks, the most obvious one being the risk of disclosure of confidential information. How to tradeoff between the utility and risk is the key issue of microdata dissemination.
The remainder of this paper is organized as follows: section 2 discusses the utilities and the risks of microdata dissemination; Section 3 introduces current approach of statistical disclosure limitation; Section 4 tries to give some suggestions on China’s microdata dissemination.
2. Utilities and Risks of microdata dissemination
Utilities
(1) Increased quality and diversity of research
Microdata offer researchers more flexibility in terms of identifying relationships and interactions among the phenomena under the data. Although NSOs often produce a wide range of tabular output to give users the highlight and a broad overview of the survey results, it’s impossible for them to identify all the research questions that can be addressed using these data. Having microdata enables the researches to probe deeper into the social and economic issues, to replicate research findings carried out by others, and to expand the analysis to address questions unresolved in the previous research. Replication of important research is very important for policy decision. Microdata dissemination will greatly promote social and economic empirical studies. An excellent example of the extended use of microdata is, census microdata were the data source for 19 of 51 U.S and Canadian articles that appeared in the two volumes of the journal Demography (2000 and 2001).By contrast, during the same two years not a single article in Demography made use of census data from the developing world. Hamilton found that hundreds of research projects were carried out using the National Population Health Survey data in Canada after it was released as a public use microdata file. 
(2) Improve reliability of data.

Through the use of data, insights for possible improvement can be identified. For example, the US Bureau of the Census has formalized the process of getting feedback from researchers to assist it to improve the quality of its surveys. On the other hand, Releasing microdata to researchers means more supervisors to NSO’s work, which will urge them emphasize more on the quality of disseminated tabular data and various statistical analysis reports.
(3) Reduce the duplication of data collection activities and improve the harmonization and comparability of studies. 

Making microdata available to users will often discourage them from striking out on their own to collect the data that they require. This will also reduce the burden on respondents, and minimize the inconsistent studies on a same topic .especially avoiding the error from misuse of statistical investigation methods; after all, not all researchers are statisticians.

(4) Increase the return on data collection investments.
Data collection activities, both survey and census represents a tremendous investment by the data producers, by the respondents and by sponsoring organizations. Ensuring the maximum returns on this invest is a responsibility shared by all publicly-funded data producers, researchers and research and sponsor organizations. Better use of data means better return for sponsors. Sponsor agencies will be more inclined to support surveys and censuses when such investments are fruitful. Increasingly, funding of surveys by international sponsors is subordinated to proper dissemination of the resulting datasets. 
Risks
(1) Disclosure risk
One of the biggest challenges of microdata dissemination is disclosure risk which is defined as the risk of re-identification of particular individuals. Data disseminators that fail to prevent disclosures of individuals’ identities or sensitive attributes can face serious consequences. They may be in violation of laws and therefore subject to legal actions; they may lose the trust of the public, so that respondents are less willing to participate in their studies; or, they may end up collecting data of dubious quality, since respondents may not give accurate answers when they believe their privacy is threatened.
The risk of disclosure depends on the following aspects: firstly, the existence of identifying variables. There are two kinds of identifying variables: Direct identifiers, such as names, addresses, or identity card numbers, permit direct identification of a respondent. Indirect identifiers are characteristics that may be shared by several respondents, whose combination could lead to the re-identification of one of them. Secondly, the potential benefit the intruder would reap from re-identification. For some types of data such as business data, the intruder's motivation can be high. For other types of datasets, like household surveys in developing countries, the motivation would typically be much lower; thirdly, what other data are available to the intruder. Often, re-identification is done by matching data from various sources (for example, matching sample survey data with administrative registers); fourthly, the cost of re-identification. The higher the cost, the lower the benefit for an intruder. 
(2) Controversy of results 
Dissemination of microdata may lead to a proliferation of differing - and possibly contradictory- results and statistics. When previously published results from the NSOs can’t be replicated by using the microdata file, the NSO may be exposed to criticism. The differences are likely to happen in two occasions: first, the data are misused by one of the two parties, more likely the non-official party; second, the quality of microdata may not be good enough for dissemination. In some cases, adjustments are made to aggregate statistics at the output editing stage without amendment to the microdata. No matter how it happened, it may become more and more difficult to distinguish between official figures and other sources of statistics.
(3) Financial cost

Microdata dissemination entails great costs. These include not only the costs of creating and documenting microdata files, but the costs of creating access tools and safeguards, and of supporting and authorizing enquiries made by the research community. New users may need help in navigating complex file structure and variable definitions .Even so, creating and disseminating microdata files is the most economical marginal additional cost for serving a broader range of needs and ensuring broad use of the NSO data collection. 
3. Current approaches of statistical disclosure limitation (SDL)
Data disseminators face data providers(respondents) and data users(policy makers, the public, researchers), The proliferation of readily available databases, and advances in statistical and computing technologies increase the risk of unintended or illegal disclosures and fuel the ambition of researchers. Data disseminators thus find themselves in a difficult position: users pressure them to provide everything about the data, but disclosure risks pressure them to limit what is released.  The higher the dissemination accuracy, the higher the risk of disclosing respondent information which should stay confidential. How to tradeoff between these two aspects is the key issue of data disseminators.
Agencies and researchers have developed an array of SDL strategies .SDL divides into strategies based on restricted data and those based on restricted access. They must be used in combination to attain the highest possible level of statistical confidentiality and at the same time promote the highest levels of scientific usage of the data.
(1) Restricted data SDL strategies 
Restricted data SDL strategies means to mask or modify the data in ways that limit potential for disclosure. These modifications can be quite simple — such as removing variables and records, the suppression of geographic detail and top-coding of long-tailed variables — or more complex, including swapping, microaggregation, and other forms of data perturbation
①Removing variables or records

Variables which are direct identifiers ,such as name, address and identity card number, variables which are regarded as too sensitive to be released, such as ethnicity, HIV status, should be removed from the file. Extreme values may be removed from the file and the weighting factor adjusted accordingly. 

②Local suppression
When two variables taken together could lead to identifying a unique individual, eliminate one of them. E.g. a 15 year old widow would likely be a unique situation. Suppressing martial status may be the best choice. Another example is, In Colombia，the statistical agencies suppress geographical details for administrative districts with fewer than 20,000 inhabitants.

③Top/bottom coding 
For the highest or lowest values, release the threshold instead of release the true value. e.g. releasing incomes above ￥100,000 as “100,000 or more”.
④Global recoding
Several categories of an attribute are combined to form new (less specific) categories, to keep the individual responses not visible. Such as releasing ages in five-year intervals.
⑤Data swapping
Swap data values of keys for selected units—switching the sexes of some men and women in the data, for example — in hopes of discouraging users from matching.

⑥Adding noise
If the original data are X, the masked data Y are computed as Y=X+ε,  here ε is independent noise with the same covariance as X , With this method, means and covariance can be preserved.
⑦Microaggregation
Original microdata are grouped into small aggregates or groups. The average over each group is published instead of the original individual values .Means are preserved and, if data are sorted using multivariate criteria before forming groups and groups have variable size, the impact on correlations between attributes and the first principal component can be fairly moderate. 
Table 1 illustrates the application of masking methods. We used the following masking methods: local suppression (for “City”), global recoding (for “Marital Status”, values “widow/er” and “divorced” are recoded as “widow/er-or-divorced”) and data swapping (for “Age”). 
Table 1. Original data and masked data
	Original data 
	Masked data

	illness
	sex
	Marital status 
	city
	age
	illness
	sex
	Marital status 
	city
	age

	Heart
	M
	Married
	Beijing
	33
	Heart
	M
	Married
	Beijing
	33

	Pregnancy
	F
	Divorced
	Shanghai
	40
	Pregnancy
	F
	Widower/er-or-divorced
	—
	40

	Pregnancy
	F
	Married
	Beijing
	36
	Pregnancy
	F
	Married
	—
	33

	Diabetes
	M
	Single
	Beijing
	36
	Diabetes
	M
	Single
	Beijing
	36

	Cancer
	M
	Single
	Beijing
	33
	Cancer
	M
	Single
	Beijing
	36

	Cancer 
	F
	Widow
	Beijing
	81
	Cancer 
	F
	Widower/er-or-divorced
	Beijing
	81


Applying these strategies adversely impacts the utility of the released data, making some analyses impossible and distorting the results of others. Analysts working with top-coded incomes cannot learn about the right tail of the income distribution from the released data. Analysts working with swapped sexes or races may obtain distorted estimates of relationships involving these variables. Analysts working with values that have added noise may obtain attenuated estimates of regression coefficients and other parameters. Accounting for these types of perturbations requires likelihood-based methods or measurement error models. These may require analysts to learn new statistical methods and specialized software programs.
(2) Restricted access SDL strategies 
Restricted access SDL means data disseminator control the potential disclosure risk by examining and verifying users’ data request by strict standard and procedures and deciding whether to allow them to access the microdata files. According to the confidential level, there are four types of files of dissemination: public use files; licensed files; data enclave; remote data access.
①Public use files(PUFs)

PUFs are modified microdata files characterized by their very low disclosure risk. They can be made available on-line to all interested users with no other condition than to provide a short description of the intended use of the data. Public use files are often shared by thousands of researchers, and are a very effective way of maximizing the use of data. 

The advantage for the users is that data is freely accessible, either immediately or in a very short period of time. There are disadvantages, however. The anonymization process adds noise to the data and reduces information, which in turn, can have an impact on the validity of social science analysis. 
②Licensed files 

Licensed files are less highly anonymized and more sensitive that PUFs, users must sign agreement with the agency, licensing agreements are only entered into with bona fide users working for registered organizations and a responsible officer of the organization must cosign the license agreement. This approach makes it possible for the data depositor to release higher quality files to trusted researchers. There are, however, increased monitoring and supervision costs.
③Data enclave
These files have the least amount of anonymization. Access may only be possible on site within the NSO or other major centers. The computers within the enclave are not linked to the outside world; researchers do not have email or internet access, and all analysis must be done within the enclave. Furthermore, research proposals are extensively reviewed to ensure that their work fits within the mandate of the agency owning the data. A full disclosure review of the output is also conducted. Data enclaves are effective in controlling identification risk, particularly for data sets where a confidential microdata file is not possible, as is the case with business data. The disadvantages are the lack of convenience and the high costs for researchers.
④Remote data access
The user is given a dummy microdata files, with all the variable completed and writes analysis programs (in STATA, SAS, SPSS or any other supported software), then submits them to the NSO staff who can run the program against the confidential file and sent back the results to the researcher after checking for confidentiality, of course ,after strict disclosure review.
The advantages are: Firstly, analyses are based on the original data, and so are free from biases injected by data modification methods；Secondly, users can fit standard statistical models， there is no need to make corrections for measurement errors caused by data modifications. Thirdly, remote servers can protect confidentiality more effectively. The main issue is the cost of supporting this process within the NSO and poor turn around time for researchers.
Table 2 Comparison of different microdata files

	  
	Number of users 
	Disclosure risk 
	Data utility 
	Cost 

	Public use files 
	High 
	Low 
	Low / Medium 
	Low

	Licensing files
	Medium 
	Low / Medium 
	Medium / High 
	Medium 

	Data enclave
	Very Low
	Very Low
	High 
	Very high 

	Remote access 
	Low 
	Low 
	Low / Medium 
	High 


(3)Choice of SDL strategies: utility-risk frame.
SDL strategies can be applied with varying intensity. Generally, the higher the SDL intensity, the greater the Protection against disclosure risk, but the less the utility of the released data. 

For restricted data SDL, the data modification should be small enough to preserve data utility, but it should be sufficient to prevent confidential information from being deduced or estimated from the released data. For restricted access SDL, The risk to privacy imposed by publicly accessible microdata must be weighed against the social cost of restricting access to information. If the flow of public use microdata is reduced, we can be certain that use of these data to understand social change and plan for the future will decline proportionately. 
The risk to privacy, however, is not so high. Indeed, the safety record for public-use microdata is apparently perfect. Dale and Elliot (2001) reasoned that theoretical studies exaggerated the risks of identifying an individual because they neglected to take into account error, differences in timing of sources and incompatibilities of coding schemes. Biggeri and Zannella(1991)argued that in most cases, the file results overprotected with high information loss for the user.

Risk–utility frameworks, proposed by Duncan, Keller-McNulty and Stokes (2002), may help to choose SDL strategies. Its general idea is to quantify the disclosure risk and data utility of possible SDL strategies, and then select strategies that give the highest utility for acceptable confidentiality protection. In early 2000, a project called OTTILIE (Optimizing the Tradeoff between Information Loss and disclosure risk for microdata) was awarded to the CRISES by the U. S. Bureau of the Census. OTTILIE measured information loss and disclosure risk; then these measures were combined to construct an overall score for a masking method. The result showed that, for continuous microdata, data swapping and microaggregation were well-performing masking methods for categorical microdata, none of the tried methods clearly outperformed the rest. Risk-utility framework is far from perfect, how to quantify the risk and utility are under discussion. But it really provides us a direction of quantitative assessment.
4. Suggestions on China’s microdata dissemination

In China, most data agencies haven’t release the microdata to the public. There is a long way to go for microdata dissemination. It is a long-term systematic program, involving technological, economical, legal and political aspects. Under this situation, about microdata dissemination, we should concern the three problems: who would disseminate the microdata? What kind of data should we disseminate and how to disseminate? To whom should microdata be made available? 
Who would disseminate the microdata?—Cooperation between official and non-official organizations who play their parts.
About the disseminator, we advocate the cooperation between official and non-official organizations. The official statistical agencies should act as important role, because they own most authoritative data and most extensive disseminating channels. Being the disseminator of censuses and important survey data is not only to keep the authority of the data, but also to play demonstrative role in microdata dissemination.
While for non-official microdata , NSO can delegate some organizations like universities or academic institutes. The ICPSR is a successful case. The experience of membership system, data quality control, and incentive mechanism is worthy of popularization. Firstly, more and more member institutions from all over the world strengthened its power and widen its influence. Secondly, to keep the authority, scientificity and usability of ICPSR, ICPSR regulates the quality and format of the deposited data at the beginning, not only involving availability, security and confidentiality of the data, but the uniqueness of the data, which means the data are not very available through other public channels. Besides, the data should be submitted in standard format. Thirdly, the incentive mechanism for data depositors. ICPSR prefers to obtain at low or no cost, but for the depositor, ICPSR maintains permanent backups of the data, disseminates the data and the detailed study, and even helps find aids for the researchers. 
In China, an organization like ICPSR is essential, not only for collecting the idle data which deposit in society, but for the preservation and updating of data. In some case, machine readable file are endangered because of technological change and aging electronic. Fortunately, some universities have set out to do this, the Sociology Department of Renmin University of China has established China Social Survey Open Dataset(CSSOD) and has began to acquire microdata from academic communities. CSSOD has been disseminating China General Social Survey (CGSS) microdata in licensed way for two years. China Center of Economic Research (CCER) of Peking University is preparing to establish China Survey Data Network, which are devoted to change the unavailability of microdata and provide a platform for data sharing.

However, it is not easy to develop a non-official data disseminating organization. In the first five years of CSSOD, most of the disseminated data are from inside Beijing, particularly by its own staff. The power of influence is still limited. In this process, official statistical agencies should provide all-round support to improve their influence and popularity. For example, NSO can delegate them to disseminate some microdata with low disclosure risk, after processing the basic anonymization or introduce them on official websites, etc.
What kind of data should be disseminated?—from simple to complex, step by step.
At the beginning, we should disseminate data easy to deal with and prepare to integrate with developed countries step by step. 
Compared with individual and household data, business data are exposed to bigger risk of re-identification for two reasons: First, industry and geography often uniquely identify the largest businesses in a country because the distribution of firm size is much more skewed than is the distribution of standard individual characteristics; Secondly, information on business is much more readily available to the public online or through the advertisement .This means that it is extremely difficult for disseminator to create PUFs for any but the smallest of businesses. So we should avoid and release some individual and household data. In fact, the anonymization of business microdata remains unresolved in international statistical profession. Germany, with so long history of microdata dissemination, both its PUFs and licensed files involve no business data.
Among the four file types, we should begin with PUFs. Although PUFs will lose much information, but it is easy to process, low cost or no cost, in turn easy to spread. While for other types, data modification and access procedure are more complex and the access fees are too high for most people to afford it. We are in the early etages, when the marginal utility of data dissemination is increasing. Even if only PUFs are released, researchers will be greatly inspired and carried out rich empirical research results.
At the same time, we should explore the feasibility of other disseminating modes, selecting the most appropriate ones, through small-scale experiment. Licensed data requires keeping more information and is more difficult to anonymize. Moreover, it is not absolutely reliable to distinguish whether the data claimers are bona fide user only by their application form. In general, the disclosure risk of licensed files is relatively high. In contrast, remote data access and data enclave are less risky and may be the best choice for us to satisfy the data demand of some high-end researchers under current condition.
To whom should microdata be available? Serving the public and emphasizing the disadvantaged groups
There are four classes of users in China: policymakers and researchers employed by line-ministries and planning departments ; international agencies ; research and academic institutes involved in social and economic research; students and professors mainly engaged in educational activities. They are equal with access to PUFs, but are not the case for the other disseminating modes. The first class is near the official statistical agencies and has the privilege to get the data. The second class can obtain data in the name of sponsor relation or international cooperation program. The third class can access some special data from their respective departments. Only the last class is the disadvantaged group, without any access and enough money to get microdata except PUFs. That is why few empirical analyses at the micro-level are deeply studied, and most of them are monopolized by the minority. However, the fourth class is vulnerable but numerous. The user registration logs for the IPUMS data extraction system suggest that a majority of microdata users are graduate students. Graduate period is the key stage of developing researching habit. It is quite important for them to learn how to acquire and assess data,    collect data as they need, use data to find what is under the phenomenon. Unavailability of high quality microdata will limit their research interests and weaken their data mining ability, which is bad for the long-run academic development. What is worthy of mention is, compared with other classes, the fourth has the lowest motivation to intrude data. Data disseminator could concern to reduce access restriction to some universities with high reputation. 
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